Institute for Systems Biology

Proteomics Data Pipeline

This document describes the proposed data flow for production Proteomics experiments at ISB from mass spec into SBEAMS - Proteomics.

At present this is still a proposal yet to be finalized.  Please add comments as appropriate.
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1. Terms

Current:

· project: An arbitrary container for one or more proteomics_experiments

· proteomics_experiment: A group of fractions/msruns derived from the same (pair of) sample(s)

· sample: A biomaterial from which fractions are derived

· fraction: A single LC/MS run (looks like this was poorly named)

· msms_spectrum: A CID spectrum

· search_batch: A sequest search run of a set of spectra from one experiment

· search: A sequest search of one spectrum against one biosequence_set

· search_hit: One of several possible peptide identifications by sequest for which the predicted spectrum is similar to the observed one

· biosequence_set: A group of biosequences against which sequest searches

· biosequence: A single entity of protein, DNA, etc. within a set

Perhaps we should change to:

· lcmsrun (or maybe just msrun, no LC): Something that generates a .dat file

· fraction: A subset of biomaterial with certain SCX, pI, etc. properties

2. Fraction (msrun) Naming Convention

To insure best organization of the data in the database, a standard naming scheme of the individual fraction files (.RAW & .dat) must be determined.  All fraction files shall be named in the form:

client_exptag_fractiondesc.dat

where:

· client: this should always be the ISB UNIX username of the PI or requestor of the data in the form of first initial and last name (e.g., spurvine, jeng).  This usually coincides with the email name of the user.  In some cases where, e.g., the last name is long, the first name is substituted (e.g., ruedi, benno).  When in doubt, check   http://www.systemsbiology.net/intranet/contacts/employeelist.html

· For external clients that don't have UNIX accounts, the following policy is to be used:  always use the first initial and last name of requestor or contact.

· exptag: The experiment tag should be a fairly short (10 letters approx max) tag by which the experiment can be readily recognized by those familiar with it.  Some existing examples:   raftapr, raftaug, raftflow, flyC5, flyM3, flyN45.  Use lowers and caps to improve readability.  Including a species component doesn't hurt: yeast, fly, Hs, Mm.  Use 'flow' for flowthrough fraction experiments.  The goal should be that every single experiment produced here should have a unique exptag (for a given user, it MUST be unique), so consider future desired experiments before naming the current one.  Longer titles and descriptions will be stored in the database, but for various reasons, an effective exptag is important!

fractiondesc: Some additional description of individual fractions. The most important property of the fraction names is that they sort properly.  Do NOT use foo1, foo5, foo9, foo10, foo12.  This sorts badly. Use foo01, foo05, foo09, foo10, foo12.  Inclusion of dates or months is generally discouraged.  It will be useful to map these fraction/msrun names to SCX or FFE pI quantities in the future.

New format should be:

client_exptag_fractype_fracnumber_window_fracrepeat_other.dat

· fractype: Type of fraction (e.g. SCX, FFE, etc.)

· fracnumber: Use two-digit number unless there's a risk of >99 fractions (e.g. 08, 09, 10, 11, 12, etc.)

· window: m/z window (e.g. full, 1st, 2nd, 3rd, 0400-0800, 0800-1200, etc.)

· fracrepeat: index number of repeat analysis on the same fraction. (e.g. r1, r2, r3, etc.)

· other: Add any additional information needed to differentiate the raw/dat files

Examples:

client_exptag_fractype_fracnumber_window_fracrepeat_other.dat

jranish_PICFT_SCX_05_full_r1.dat

jranish_PICFT_SCX_05_full_r2.dat

jranish_PICFT_SCX_06_full_r1.dat

jranish_PICFT_SCX_07_1st_r1.dat

jranish_PICFT_SCX_07_2nd_r1.dat

jranish_PICFT_SCX_07_3rd_r1.dat

jranish_PICFT_SCX_08_full_r1.dat

ebrunner_flyC5_SCX_19_full_r1.dat

3. Relationship between fraction numbers and chemical properties of peptides

Fraction numbers may be related to:

· SCX fractionation

· FFE pI fractionation

· other

NEED TO FLESH THIS OUT

4. Relationship between scan numbers and chemical properties of peptides

Each spectrum has a scan number and scan time associated with it and that is stored in the .dat file.  The `datinfo` program pulls this information out in something similar (but not identical!) to the form:

scan#  intensity   mass       time     bp_mass     bp_inten   scantype

1      1258388.0     0.000   1200200   444.971924    434105     0

2      1024423.0   444.974   1216200   428.895569    654966     1

3     13394146.0     0.000   1226800   515.752686   1624809     0

The time is in units of 1e-4 seconds, i.e. take the time number and divide by 10,000 to get seconds or divide by 600,000 to get minutes (which is what is displayed by Excalibur).

retention_time = scan_time - column_delay

Note that the column_delay is often about 4 minutes but is not really known accurately for a given run.

Percent Buffer B or % ACN is the final step in peptide property related to scan_number.  The scan_number and retention_time are of limited use until calibrated against the gradient program.  A gradient program may look something like:

step_no   time (min)   % Buf A    % Buf B

  1           0.0         90.0       10.0

  2           6           90         10

  3          36           30         70

  4          38           30         70

  5          43           90         10

  6          80           95          5

% ACN may be calculated as the interpolation of % Buf B against retention_time within time.

Notes:

· Correct?

· How can we get good delay times into the system?

· At some point, use of absolute standards may begin, allowing an independent calibration of % ACN

5. User forms

· Create/Edit Projects (exists)

· Create/Edit Experiments (exists but perhaps not in a form that we like)

· Want a "Submit Experiment Request" like "Submit Microarray Request"?

· View Experiment/LCMS run status

· Is run loaded into database

· How many spectra if loaded

· How many searches of each run (waiting, running, complete)

· Start new sequest search on existing data

Questions:

· Do we want the user to be able to submit searches on an LCMS run level or an experiment level?

· Do we want the run sequest at the LCMS run level or the experiment level?

· How should the user furnish the sequest.params file?  Upload via HTML form?

6. Directory structure

The final resting place for all data will be organized as follows:

$ARCHIVE/client/projtag/exptag/

                              lcmsrundesc1.dat

                              lcmsrundesc1.png

                              lcmsrundesc1.nfo

                              lcmsrundesc2.dat

                              lcmsrundesc2.png

                              lcmsrundesc2.nfo

                              searchtag1/

                                         sequest.params

                                         lcmsrundesc1.html

                                         lcmsrundesc1/

                                                     lcmsrundesc1.n.n.n.dta

                                                     lcmsrundesc1.n.n.n.out

                                                     ...

                                         lcmsrundesc2.html

                                         lcmsrundesc2/

                                                     lcmsrundesc2.n.n.n.dta

                                                     lcmsrundesc2.n.n.n.out

                                                     ...

                                         interact-prob-*

                              searchtag2/

                                         ...

· $ARCHIVE: The home for all data following this scheme.  Depends on machine.  On regis, this will be /data3/sbeams/archive/, a directory which does not allow write/change permission to normal users.  This will be the final repository of all raw data and search data.  Data can be archived to tape and/or pruned as necessary.

· client, exptag, fractiondesc: see above

· search_tag: a tag describing the biosequence_set that the data were searched against. Examples are:

· NRP        - Non Redundant Protein

· HuContig   - Human Contig

· Human      - Human NCI

· DrosR2     - Drosophila Release 2

· YeastORF   - Yeast ORF

· If more than one search is made against the same biosequence_set (for example with different SEQUEST parameters, use underscore and additional description (e.g. NRP_top20)

Users may use interact manually in a separate structure over which they have control:

$USER_DIR/client/exptag/search_tag/interact*.htm

 or

$USER_DIR/client/exptag/search_tag/working/interact*.htm

On regis, $USER_DIR might be /data2/users/ or the older /data2/search/

7. Overall flow plan

· User creates an SBEAMS Project

· User fills out SBEAMS Proteomics Experiment Request Form with experiment information and selects zero or one biosequence_sets to search against

· Method files are created in Excalibur, one line per lcmsrun

· Mass spec instrument produces output binary data product files (.RAW)

· Excalibur is used to convert .RAW to .dat format

· Each .dat file is SCPed/FTPed to regis to $STAGE_DIR/client_exptag_lcmsrundesc.dat

· Data are whisked out of this directory and archived by the sbeamsbot (see below)

8. sbeamsbot Data Processing robot process

· Background daemon (sbeamsbot) watches the staging area. When a file becomes available (enforce slight delay to avoid premature proc)

· Currently sbeams code is in /net/dblocal/www/html/devXX/sbeams/lib/script/Proteomics/sbeamsbot

· Starter script lives in /data3/sbeams/bin/sbeamsbot.start

· Check in database for existing proteomics_experiment with client and exptag properties.  If not found, check requests and if found, create proteomics_experiment entry.  If nothing found, complain to operators about unprocessable data file and leave in queue

· Do we want to start processing each lcrun as it becomes available or wait until operator finished entire experiment and signals processor? Assume incremental processing for now

· Move .dat file to $ARCHIVE/client/projtag/exptag/lcmsrundesc.dat

· Run `plottic` on each .dat file

· If a biosequence_set search has been entered into database and sequest.params is available (and operator flags the data ready for search) put a runsearch job in the queue:

· Create subdirectory search_tag/ if non-existent

· Sym link msrundesc.dat search_tag/lcmsrundesc.dat

· Copy in search_tag/sequest.params if non-existent

· cd to search_tag/

· (Possible pack-up and ship to ARSC possible here)

· execute runsearch lcmsrundesc.dat

· What mechanisms are there for knowing when the job is complete? Existence of 10-min old .html file?

· (Possible mechanisms for receiving from ARSC possible here)

· rm search_tag/lcmsrun.dat sym link

· Database loader robot looks for status-pending experiments that are complete (10-min old .html file?).  When such occurs:

· Data products are loaded into SBEAMS - Proteomics

· User receives email that data are ready

9. Pipeline Components

· Excalibur converts .RAW files to .dat files.  This happens on PC.

· `plottic` creates .png files for each .dat file, plotting basepeak and TIC data over all scans.  This step could eventually be removed when a user can trigger plottic via web interface.

· `datinfo` extracts timing information out of .dat file

· `extractms` creates fractiondesc/*.dta for each fractiondesc.dat

· THIS AREA FOR FUTURE EXPANSION:

· de novo searches

· bad spectrum filtering

· APD Search

· Other sequest-reducing/complementing programs

· `sequest` loops over all .dta files, creating a .out file

· `summary` creates a single fractiondesc.html for all fractiondesc/*.out including xpress calculation

· `interact` creates the interact*.htm* files from *.html

· `runProphet` runs Peptide Prophet on an interact file

· `ProteinProphet` How it ProteinProphet invoked?

· `ASAPRatio` at present can only be invoked via a web interface.  This must be fixed so that it can be run from the command line in a pipeline mode.

10. Database loads

load_proteomics_experiment.pl can load a fresh experiment and/or perform various updating processes to an already-loaded experiment.  It is currently triggered manually, but could be triggered automatically.

Database loads should occur overnight since it may take up to a few hours (with current hardware and programs) and then indexes need to be rebuilt.

MORE DETAILS

11. Internal Security

Although there is little internal security at present (anyone with finnigan web password can view and change anyone elses data with a little knowledge), the illusion of privacy appears to be there, while through the database interface, if the experiment is listed, it’s accessible.  Several users have been sensitive to their data appearing in the database, although it is in principle safer against changes.

Therefore, an internal security mechanism should be defined to allow:

· Public data viewable by anyone

· Not-yet public data viewable only by the user, admins, (and delegates defined by the user?)

Perhaps add fields to proteomics_experiment:

· release_date

And add a table experiment_privilege with:

· contact_id

· privilege_level_id

12. Miscellaneous Notes

2. We should turn on by default "return all references"

3. Do we archive .RAW files?

4. Need to sync biosequence_sets in SBEAMS with /dbase/ on regis

5. Is there a method for relinking interact* files to a new absolute location of $ARCHIVE without changing the data (e.g. ICAT ratios)? Will plain rerunning of interact do this??
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